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A B S T R A C T

One of the key elements in many video games is competition. Based on Self-Determination and Flow theories,
this paper explores the process through which competition makes a video game satisfying. A structural model
that examines the impacts of Situational Competitiveness (manipulated via modes of competition) and
Dispositional Competitiveness (as a personality trait) on gameplay experience is proposed and validated. The
results show that the perception of video game competitiveness has a strong effect on Flow experience and
Satisfaction. While an individual’s personality impacts the perception of a game’s competitiveness, this per-
ception can also be influenced by the mode of competition.

1. Introduction

Since the 1980s, video games have expanded rapidly and estab-
lished a massive and growing industry [1]. Video games are pervasive
in today’s society with reports showing that 63% of U.S. households
have at least one person who is a regular video game player [2]. This
phenomenon is not restricted to children and teenagers. Statistics show
that the average age of video gameplayers is 35 years old and these
adults are expected to play video games for the rest of their lives [2,3].
Williams et al. [3] found that in their sample of 7000 massively mul-
tiplayer online (MMO) gameplayers, users spend on average of close to
30 h a week playing video games, which is comparable to the amount of
time a full-time employee spends at his or her job. While the prevalence
and time spent playing video games seems staggering, it is important to
note that there is no correlation between time spent playing video
games and negative effects such as addiction or poor scholastic per-
formance [4]. In contrast, time loss associated with playing video
games can have positive outcomes such as relaxation and escaping from
reality [5]. Mental stimulation or education are cited as video game
outcomes by 75% of frequent gameplayers [2]. Overall, research studies
focused on video gameplaying adults have shown video games to en-
hance physical and cognitive well-being as well as producing positive
emotions through the fostering of relationships/connections [6,7].

As a consequence of this surge of interest in gameplay, schools and
workplaces face new challenges to adapt themselves to the gamer
generation with its new behaviors and culture [8]. From a learning
perspective, instructors are challenged in finding ways to keep students
engaged, attentive, involved, and motivated during distinct learning

processes at diverse educational levels [9]. For example, Millen-
nials1—the demographic cohort with birth years from the early 1980s
to the early 2000s—may find traditional school and work environments
boring compared to the world they immerse in through playing video
games [10], thereby demanding more variety and higher levels of sti-
mulation [11]. This generation, also named “Generation Me” due to its
individualistic attitude, exhibits different mindsets and motivations
from their predecessors [12]. For this generation that grew up with the
Internet, video games are an inseparable communication and learning
medium [13] and there is great potential for schools and workplaces to
use video games to enhance engagement, creativity, and learning
[14,6].

Recently, various disciplines have employed and studied video
games for different purposes, including education [15,6]. Game-Based
Learning (GBL) is where gameplay is used to “enhance motivation to
learn, engage education, or to enhance effectiveness of content transfer
or other specific learning outcome” [16], p. 11. Researchers have pre-
viously demonstrated the potential positive impacts of GBL. Spanning a
36-year time frame, four major meta-analyses have been conducted that
focused on comparing the outcomes of learning in computer/video
game-supported environments versus traditional environments
(namely, [17–20]. The overall findings from these meta-analyses agree
that digital game conditions have more positive learning effective than
traditional instructional conditions. In addition to enhancing learning
and retention [18,19], video gameplay has the potential to motivate
individuals to be engaged and involved in educational settings [17,20].
Engagement and involvement is particularly relevant for Millennial
learners, whose “learning style is hands-on and not necessarily linear in
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fashion. Forget instruction manuals, tech tips and lecture-based lessons;
this is a generation that plays to learn. Many of today’s video games are
based upon trial and error and Gen N [aka Millennials] sees it as a
metaphor for learning” [9], p. 458.

While extant literature has demonstrated the potential for games to
motivate and engage learners, resulting in positive outcomes, there is a
lack of understanding on the process through which games create this
motivation and engagement. While some researchers have identified ele-
ments or traits of “great games” (e.g., [21], they have failed to show how
these elements generate gameplayer engagement. Understanding the pro-
cess or mechanism through which game elements motivate individuals to
engage in gameplay can help us to better leverage this popular technology
for positive effects in educational and work-related environments [22].

This research seeks to fill this gap by investigating the process by
which competition motivates and engages gameplayers. Competition,
in this context defined as “the desire to challenge and compete with
others” [23], p. 773, is chosen as our game element of interest as it is
shared among most existing games and has been identified as a major
motivator for playing online video games [23,24]. Reeves and Read
[21] identified 10 main elements that every great game entails, and
among them is “competition under rules that are explicit and enforced”
(p. 80), meaning that for competition to be valued by gameplayers, it
should be based on predefined rules that players could perceive and
follow to see the result of their actions. Otherwise, if the results of a
competitive game were random, players would not perceive the con-
sequence of their actions and would not have any measure to improve
their skills, which would discourage people from continuing to play. A
game’s scoring system, which is a simple reward system, enables ga-
mers and learners to compare their performance to their own previous
scores and/or to compare it with their peers, which creates competition
[25]. In other words, “good learning in games is a capitalist-driven
Darwinian process of selection of the fittest” [14], p. 1.

Given the foregoing discussion, this research seeks to examine the
concept of competition in video games in order to understand how
competition can be used to engage and satisfy students, the psycholo-
gical state that is greatly desirable for learning.2 In particular, what
engenders the sense of competitiveness in a gaming environment, and
what are the outcomes of this perception? Specifically, the objectives of
this research are as follows:

1) To investigate how the Situational Competitiveness of video games
result in gameplayer satisfaction.

2) To study how different modes of competition affect players’ per-
ceptions;

3) To explore the effect of the personality traits of gameplayers on their
perception of competitiveness of video games.

2. Theoretical background

Self-Determination Theory (SDT) [26] and Flow theory (Flow) [27]
were chosen as the foundational theories for this investigation. While
these two theories originated in the field of psychology, they have been
studied and tested extensively in various disciplines and have been
applied to different contexts [28]. Both SDT and Flow are rooted in the
investigation of intrinsic motivation among people in their daily ac-
tivities. Both of these theories have been used to explain the motiva-
tional factors that engage people while playing video games and are
well suited for the current investigation. Further details on SDT and
Flow are provided below, followed by a discussion of how the two
theories are linked and together can provide a deeper understanding of
a video game player motivation.

2.1. Self-determination theory

One of the main theories scholars utilize for explaining the forma-
tion of individual motivation in various fields is Self-Determination
Theory (SDT; [26,29]. SDT is not a single theory, but is an “organismic
meta-theory” that frames five mini-theories on intrinsic and extrinsic
motivation and related personality and behavior [28]. This theory aims
to understand the basic psychological needs that are the roots of in-
trinsic motivation and, consequently, what conditions support or pre-
vent people from satisfying these needs—and as a result intrinsic mo-
tivation. These basic innate needs are competence, autonomy, and
relatedness [30,29,31]. The need for competence refers to the desire to
feel capable of performing a task. Autonomy is the desire to feel as
sense of control over one’s actions and see oneself as the locus of
causality. Lastly, relatedness is the desire for social connectedness and
meaningful interpersonal connection [32,33].

SDT aims to understand social conditions and contexts as well as
individual differences that enable motivation among humans as “active
organisms” [28]. This theory, therefore, explains why and how various
forms and levels of motivation are created in people. SDT-directed re-
search explains the effects of the environment and of personality on
motivation [28]. Studies that are based on SDT tend to focus on un-
derstanding the implications of different forms of motivation. Since
SDT’s introduction in 1985, it has been employed in research across
various fields and domains, including education, healthcare, organiza-
tional behavior, psychotherapy and counseling, sport and physical
education, and video games. Within the context of video games, as
detailed below, SDT creates the foundation for predicting the motiva-
tion of game players in engaging in game-playing activity, which in
turn creates the experience of deep engagement (which can be ex-
plained through Flow).

2.2. Self-determination theory and competition

Various scholars have studied competition based on SDT. Since
competition can be seen in sports, games, education, jobs, and basically
everywhere, it has been examined by researchers in diverse fields.
Researchers have attempted to understand if competition is a source of
intrinsic or extrinsic motivation and how it affects individuals to
compete [34]. Extrinsic motivation is often distinguished from intrinsic
motivation based on the source or the reward that provokes the moti-
vation. Specifically, “the reward for extrinsically motivated behavior is
something that is separate from and follows the behavior” [34], p. 71.
Deci et al. [34] have employed a “free-choice time” technique to
measure the intrinsic motivation of participants after playing with a
puzzle game and concluded that competition, regardless of the impact
on performance, changes the nature of motivation from intrinsic to
extrinsic. Free-choice time has been used by many other scholars to
measure intrinsic motivation (e.g., [35,36], where after the conclusion
of experimental tasks, participants are left in the experiment room for a
few minutes while being observed to see if they spontaneously continue
playing the experimental game. Typically, game players who lost the
competition were less likely to return to the game during the “free-
choice” period due to the negative effect associated with losing.

In competitive situations, when the focus is on the outcome of a
task, the emotion of individuals is defined by the result of the compe-
tition, namely winning and losing [37]. As Vallerand et al. [36] have
shown, participants who lose in competition perceive their intrinsic
motivation lower than their opponents who won. In fact, after losing a
competition, people evaluate their performance lower than their ex-
pectation for themselves. As a result, their perceived competence
(which is a requisite for being intrinsically motivated) decreases [35].
In other words, if competition is understood as a tool to provide ex-
trinsic reward (such as monetary rewards, deadlines, and prizes), it can
have a negative effect on intrinsic motivation [38].

Deci and Ryan [26], based on Ross and den Haag's [39] work,

2 Learning outcome per se is not the focus of this study. Instead, the focus was on
measuring engagement, which can be seen as an intermediately state for enhanced
learning.
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present two different forms of competition: direct and indirect. In direct
competition, individuals compete against one another, while in indirect
competition the focus is on impersonal standards such as external
performance metrics (e.g., online score boards). Results of previous
studies show that direct competition decreases intrinsic motivation
[26]. Indirect competition, on the other hand, can enhance competence
and consequently intrinsic motivation if the attention is diverted from
winning to improving performance. When the focus is on increasing
performance, people who are successful (success as a subjective mea-
sure in contrast to an objective measure of winning/losing) in a com-
petitive situation also show higher intrinsic motivation and enjoyment
[40].

Despite the negative effect of losing in competition on intrinsic
motivation, the competition context in itself can be a rich tool to create
engagement and satisfaction through feedback [35]. Much of the re-
search on the motivational aspects of competition has focused on con-
sequences of losing versus winning a competitive task. In the current
research, SDT provides support for the role of competition in creating
motivation to participate in an activity via three of its principles: (1) the
focus on competition’s motivational forces should shift from outcome
results to the processes of competition regardless of outcomes; (2)
competition should not be seen as a pure extrinsic element; rather, it is
best seen as a midpoint of motivation that is valuable in situations
where intrinsic motivation does not exist by nature; and (3) different
people have different personality traits; thus, individuals may react
differently to competition.

2.3. Flow theory

In the past decade, there has been increased focus on hedonic sys-
tems and how people interact with them in the field of Information
Systems (IS) [41,42]. With this focus on hedonic systems, researchers
have developed constructs to measure concepts such as “enjoyment”
and “playfulness” [43,44] of systems’ use. However, in addition to
construct development, there is a need to advance theories in the field
of IS to better explain the use of hedonic systems. As Lin and Bhatta-
cherjee [41] illustrate: “prior models of utilitarian system usage provide
a limited understanding of one’s usage of hedonic systems, given the
motivational differences between using these two types of systems” (p.
163). One of the theories that has been used to explain user interaction
with hedonic systems is the theory of “Flow” [45], which aims to ex-
plain the “optimal holistic experience” [46,47] while performing a task.
Flow was initially studied among artists who feel complete involvement
in their work [45]. This theory was further expanded to other leisure
activities in order to study the engagement of people in what they do
[45]. Flow aims to capture the state in which people are highly im-
mersed in their activity and feel intensely involved, which is widely
considered as a positive and desirable state [48].

According to Flow theory, the balance between challenge and skill
in a task results in a deeply engaging experience [49–51]. Based on this
theory, Flow is experienced only when the level of challenge and skill of
an activity is higher than normal day-to-day life experiences. Thus, low
levels of challenge and skills that result in lower levels of Flow ex-
perience would create the feeling of apathy. Deep engagement, arousal,
enjoyment, or focused immersion (which are characteristics of the state
of Flow) would not be experienced in a state of apathy. As Fig. 1 il-
lustrates, when there is a higher than average level of skills for a low
level of challenge, individuals will feel bored (i.e., in a “boredom”
state). On the other hand, when people are highly challenged and the
level of challenge does not match their potential skills, they will feel
anxious (i.e., in an “anxiety” state).

Flow theory has been adapted to the field of IS by Agarwal and
Karahanna [52], where it is referred to as “Cognitive Absorption” (CA).
CA is defined as a multidimensional construct, which reflects the sa-
tisfaction of users with IT systems, and, consequently, their continuing
usage intention [52], p. 665. Based on facets of Flow, CA encapsulates

the five dimensions of temporal dissociation, focused immersion,
heightened enjoyment, control, and curiosity [53–58].

2.4. Combining SDT and flow

SDT and Flow are seminal theories rooted in the investigation of
intrinsic motivation. While both theories have inspired a large body of
research to understand what motivates individuals, interestingly there
have been few attempts at their theoretical integration [59]. Here we
propose to combine SDT and Flow theories through the following mo-
tivational sequence identified by Vallerand and Losier [60]: Social
Factors → Psychological Mediators → Types of Motivation → Conse-
quences. Fig. 2 presents our overarching theoretical framework where
the overlaps and differences between SDT and Flow theories are illu-
strated to provide a more holistic view of motivation from influencers
through to outcomes.

The first stage of the motivational sequence as identified by
Vallerand and Losier [60] is social factors that influence motivation
through the perceptions of autonomy, competence, and relatedness
(basic needs that serve as psychological mediators). The social factor of
interest in the present study is competition. Results of previous studies
show that direct competition decreases intrinsic motivation [26]. In-
direct competition, on the other hand, can enhance competence and
consequently intrinsic motivation if the attention is diverted from
winning to improving performance. For the current investigation, we
seek to study motivation during the competition process prior to
knowing the outcome. Motivation during the game is independent of
the outcome and is even more important than after the gameplay [35].
This allows for understanding the process that creates engagement in
gamers, without bias of outcome. In other words, “effort during com-
petition is not necessarily aligned with post-competition emotional re-
sponses” [61]. Based on SDT, people have a tendency to satisfy their
basic needs (competence, autonomy, and relatedness). This tendency is
stronger prior to receiving the final results (winning or losing) as after
knowing the results there is no room to satisfying these needs further
and the focus turns to emotional coping (in case of losing). During
competition, regardless of the outcome, people engage in the activity in
order to achieve competence and autonomy (the two critical needs for
self determination), causing them to be motivated [35]. This motivation
is not captured in earlier studies through the free-choice approach, as
this measurement is gathered once the game is over (e.g., in [36]. We
argue that rather than evaluating motivation after a competition is
finished (thereby placing emphasis on outcomes), it is more meaningful
to focus on the process through which the competitive situation moti-
vates people to pay attention during the task.

Fig. 2 highlights the three basic needs (competence, autonomy, and
relatedness) of SDT that serve as psychological mediators between

Fig. 1. Eight State Flow Model.
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social factors and motivation (intrinsic and extrinsic). Both competence
and autonomy are fundamental aspects in Flow theory. As previously
mentioned, Flow theory proposes that intrinsically motivating experi-
ences are dependent on a balance of perceived challenges and perceived
skills. This is akin to the need for perceived competence in SDT [59].
Similarly, the feeling of control of one’s actions and over the demands
of the environment has also been identified as an essential component
of Flow [27], which is akin to the need for perceived autonomy within
SDT. In the context of gaming, autonomy is preserved by avoiding the
use of controlling feedback and focusing on informational feedback.3

Given that autonomy is preserved, the motivation caused by one’s
evaluation of his or her competence based on informational feedback
will lead to the experience of Flow (balance between challenge and
skill). Numerous studies have supported the notion of SDT’s perceptions
of competence and autonomy being related to flow [62,63]. However,
Flow theory does not directly speak to the notion of relatedness as a
condition for or component of flow. Ryan and Deci [28] suggest that
satisfaction of the relatedness need can lead to the intrinsically moti-
vated experience of flow, but is not a necessary condition for flow
(unlike competence and autonomy). They recognize that “although
people are indeed social animals, they can also have moments of cen-
teredness, excitement, and flow, when engaged in solitary activities”
[28], p. 334.

In terms of motivation, research on flow tends to focus on it being
an intrinsically motivated optimal experience [64]. However, SDT re-
cognizes a fuller range of motivations. It is interesting to note that while
the experience of flow is intrinsic in its nature, it could be triggered by
external goals [27]. Engeser and Schiepe-Tiska [64] note that an in-
dividual could be assigned a task in a working context (an extrinsic
motivation) and experience flow while becoming completely immersed
in carrying out this task.

The final stage in the motivational sequence outlined in Fig. 2 is
consequences (as per [60]. Here we distinguish between interim and ul-
timate consequences or goals. And interim goal during the engagement
process is the psychological state of engagement (i.e., the flow experience).
While SDT recognizes flow as “the archetypal intrinsically motivated ex-
perience” [26], p. 155, it is Flow theory that provides a rich understanding
of the components of this state. The ultimate consequence or goal is the
outcome of the process whereby the individual may have various targets,
such as a satisfying experience and high level of performance.

1. In sum, while SDT and Flow theories have some overlaps, together
they provide a more holistic understanding of motivation
throughout its sequences. More specifically,

2. SDT is able to explain the process through which motivation is
distilled for a person.

3. Flow provides a rich understanding of the optimal outcome of this
process when individuals reach a state of complete absorption.

4. While competence and autonomy needs are tightly linked to the
conditions and components of flow, SDT includes a relatedness need
that may contribute to the optimal flow experience.

5. While the flow experience is intrinsically motivated, it may be ex-
trinsically triggered.

The focus of the present study is not on capturing all the dimensions
of engagement in video games, but to understand the process by which
competition (through different modes of play and influenced by in-
dividual personality traits) creates a state of flow among video gamers.
The goal is not to evaluate pure intrinsic motivation of gamers, as video
games can deploy extrinsic elements that highly engage players. Some
authors have mentioned that Flow does not capture all the motivating
factors in video games, which can be explained using SDT [65]. As such,
using an overarching theoretical framework that combines SDT and
Flow theories, we develop and test a research model in the following
sections that seeks to provide a rich process view of understanding the
role of competition in video game play satisfaction.

3. Proposed research model and hypotheses

In this section, the proposed research model, shown in Fig. 3, and
associated 10 hypotheses are presented. Hypotheses are explained from
right to left (from H1 to H10), starting with the endogenous variable
and its antecedent relationships. H1 to H6 aim to address the first re-
search objective in regards to the effects of Situational Competitiveness.
H7, H8, and H9 aim to answer the second research question related to
the effects of Competition Mode. Lastly, H10 addresses the third re-
search objective concerning the effect of Dispositional Competitiveness.

Satisfaction has been defined as “a sense of contentment that arises
from an actual experience in relation to an expected experience” [66], p.
32. Satisfaction with an IT system is an important factor due to its effect
on attitude, intention, and continued usage of a technology or service
[46,47,67]. The positive impact of satisfaction on attitude and intention
to use has been shown in various contexts including continued use of
online websites [68,69], customer loyalty [46,47], and online games
[70]. In the current investigation, the game that was chosen as the basis
of the empirical study was not one that participants would be likely to
use in the future. As such, satisfaction with the game was deemed to be
a more appropriate indicator of success than intention to use and was
chosen as the ultimate endogenous construct of the model.

According to Expectation Confirmation Theory (ECM; [67,71], ex-
pectation reflects anticipated behavior, and when a product or service
outperforms our expectations, or creates positive disconfirmation for
us, we would have satisfaction from using that product or service. The
Flow experience during the video gameplay is the result of dis-
confirmation. This positive disconfirmation, according to ECM, results
in satisfaction of the players from playing the video game. Therefore, in
alignment with earlier research [70,72,57], it is expected that there will

Fig. 2. Overarching Theoretical Framework.

3 Controlling feedback is feedback that is “experienced as pressure toward particular
outcomes,” which imposes control over the activity by an external factor [120]. In-
formational feedback helps a person to increase his/her competence in the task he/she is
competing in without forcing any expected outcome.
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be a direct relationship between Flow and reported Satisfaction of video
gameplayers. Thus, it is hypothesized that:

Hypothesis 1. Higher levels of Flow experience of video gameplayers
will increase their Satisfaction.

As explained earlier, Flow theory indicates that in order to reach the
optimal state of flow, an activity should require skills from the per-
formers that are in balance with the challenge that the activity creates.
Shin [57] defines challenge as “the degree to which individuals find it
difficult to cope with specific tasks involved” (p. 706). If the level of
Perceived Challenge compared to necessary skills in a computer task is
too low, the users will lose interest in performing that task and the task
becomes boring [73]. Therefore, in order to reach the state of Flow, a
video gameplayer should perform a task that requires a balance of
challenge and skills [45,49]. In video games, where players learn the
skills required for playing the game, increasing the level of challenge
can create the balance between challenge and skill in playing the game,
which can result in experiencing Flow.

Generally, “along with individual skills, the challenges presented by
an activity are the most important predictors of Flow” [74], p. 212.
Consistent with Csikszentmihalyi’s [27] discussion on the role of chal-
lenge, other scholars have also found Perceived Challenge to have the
highest effect on engagement in a computer-related activity [73,75].
Thus, in line with extant literature on Flow [73,76,56,77,57], the effect
of Challenge on Flow will be measured independent of Skills in this
investigation. This approach aligns with our experimental design which
does not include a longitudinal component that would allow partici-
pants to increase their level of Skill. With a constant level of Skill, by
increasing Challenge from low levels, it is hypothesized that Challenge
will match the Skill level of video gameplayers and, thus, Flow would
increase.4 Consistent with extant research, we expect to see the same
relationship between the perception of Challenge in a video game and
experiencing Flow by gameplayers.

Hypothesis 2. Higher levels of Perceived Challenge reported by video
gameplayers will lead to higher levels of Flow.

In online gaming, feelings similar to arousal5 have been identified as
an important criterion for engagement [78], which can be associated
with the experience of Flow. Extant literature also supports the effect of
arousal on attention (an important dimension of Flow) for various tasks
and contexts [79,80]. The theory of Optimum Stimulation Level [81]
indicates that people prefer and function better in an optimum level of
stimulation (arousal). Similarly, in video games, this sensation-seeking
behavior can be seen as a core motivation factor for gamers, which
influences their intense attention and enjoyment [82].

Pace’s [83] grounded theory of Flow of web users shows the effect of

challenge in information-seeking tasks on the focused attention on that
activity. In the video game context, it is expected that arousal will have
a mediating effect on the relationship between challenge and attention.
Moreover, Léger et al. [84] have shown that arousal is highly correlated
with heightened enjoyment. Higher levels of arousal are often a plea-
sant experience due to its association with excitement, while lower
levels of arousal are unpleasant experiences that are associated with
boredom [85]. Tauer and Harackiewicz [35] found that positive af-
fective responses—including arousal—mediate the relationship be-
tween competition and task enjoyment. In summary, video game-
players’ arousal during the gameplay affects various dimensions of
Flow. Thus, it is hypothesized that:

Hypothesis 3. Higher arousal levels of video gameplayers will increase
their Flow experience.

Competition can be conceptualized as an individual personality trait
(outlined below in hypothesis 9) or as a characteristic of the environ-
ment that an individual perceives. The latter form of competitiveness is
known as “Situational Competitiveness,” which explains the behavior of
people in a competitive context [86]. Individuals can react differently
to various contexts—being cooperative in one context and being com-
petitive in another.

When playing a video game that engenders Situational
Competitiveness, gamers face various challenges [87] which result in
emotional involvement such as arousal [88,89]. The theory of Flow
supports this notion by indicating that arousal is experienced when
challenge and skill are well balanced [49]. As previously indicated, the
current investigation assumes a constant level of skill since there is no
longitudinal dimension to allow participants to increase their skill le-
vels. The video game context was carefully chosen to be a simple task
within a simple environment where challenge increased to match skill
level during gameplay, without exceeding it. Thus, it is hypothesized
that:

Hypothesis 4. Higher levels of Perceived video game Challenge will
increase gameplayer Arousal.

Little is known about the mechanism through which competitive-
ness of a video game impacts one’s motivation to play and potentially to
be addicted. Scholars studying addiction have indicated that gamblers
experience feelings similar to being “hyped up,” which they refer to as
arousal [90]. Arousal has been conceptualized by Holsapple and Wu
[43] as “the state of emotional and mental activation or alertness,” (p.
87) which is an emotional response during the use of a hedonic IT
product. Similar to gambling [90], it is expected that players of com-
petitive video games will experience excitement in anticipation of re-
ceiving rewards (often intrinsic) upon winning the game. Ravaja et al.
[91] support this claim by expressing that “social-competitive situa-
tions” increase arousal. Thus, it is hypothesized that:

Hypothesis 5. Higher Situational Competitiveness of a video game will
increase gameplayer Arousal.

Challenge has been closely connected to competition [92], where

Fig. 3. Proposed Research Model of the Study.

4 The context for the current investigation was carefully chosen so that the Challenge
would not be too high for game players whereby Challenge would exceed Skill, resulting
in anxiety.

5 Arousal can be seen as a state of being awake or reactive to stimuli. Koo and Lee
[121] identify Arousal as being a positive (energetic) or negative (tense) feeling. Positive
Arousal is the focus of investigation in the current study.
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creating competitive situations is easily manifested through the crea-
tion of challenge [45]. Reeve and Deci’s [93] research on the effect of
competition on intrinsic motivation showed that proper forms of
feedback in competition can create a more challenging environment
than when competition involves no feedback. Previous research has
also shown that some people tend to search for competitive situations in
order to create competition for themselves [94]. Webster and Ho’s [75]
have used comparison techniques that motivate competitiveness in
order to distill the level of challenge among students. In the context of
video games, competition can be used to create challenge. Previous
studies have shown that “competitive elements” used in video games
provide interactivity and clear and immediate feedback, which enables
“active engagement” and a sense of challenge [95]. Thus, it is hy-
pothesized that:

Hypothesis 6. Higher Situational Competitiveness of a video game will
increase gameplayer Perceived Challenge.

Social presence (the degree to which an individual is aware of an-
other person in a communication interaction) has been studied in
various contexts, in particular in website use, where scholars have ex-
plained the positive effects of different human-centric features such as
“human images” [96,97]. Social Facilitation Theory (SFT) [98] posits
that the presence of others triggers the motivation to compete and,
consequently, how people evaluate competitiveness of an environment.
Moreover, previous research has shown the presence of others to di-
rectly affect people’s competitive behavior [99], indicating a salient
effect of social presence on the perception of competitiveness. In other
words, “social comparison processes fuel the motivation to compete”
Garcia and Tor [99], p. 5 . Thus,

Hypothesis 7. Higher perceptions of Social Presence will increase
Situational Competitiveness of video game experience.

In video gameplay, players can experience various modes of com-
petitive playing. Some games have no explicit goal and provide freedom
for players to explore and build new things (e.g., sandbox or open world
games such as Mindcraft™). In these types of games, players do not have
a means for comparison with other individuals and, thus, provide no
medium for competition. In other types of games, which provide com-
petitive elements, competition can be classified into two basic forms.
First, games may include intelligent agents that can play sophisticatedly
against a human player. Thus, they create a mode of competition against
the computer. Second, games can be played with multiple users where
players can compete against one another. This form of competition can
be further divided into two modes that are defined by the relationship
between the players; that is, the mode of competition can be categorized
as competition against one’s friend or against a stranger.

In addition to the modes mentioned above, one might argue that
there exists another mode of competition where the game does not
include any explicit form of competition, yet the player is involved in
competing against him/herself in order to improve his/her perfor-
mance. However, this potential competition mode is subjective in
nature and cannot be objectively manipulated in the same fashion as
the earlier mentioned modes. Competition against one’s self cannot be
controlled and can only be measured through self-reports or some
psychophysiological measures (such as electrodermal activity).

Straub and Karahanna [100] propose that the richer the commu-
nication medium between people is, the higher the perceptions of social
presence. In the context of video games, this communication medium
can include competition mode (communicating/competing with no
one, with a computer or with a real person). In situations where gamers
are aware of playing against a real person, it has been shown that they
report higher levels of presence,6 Flow, and enjoyment [101]. Similarly,

Ravaja et al. [91] have shown that playing video games with human
opponents, compared to computer opponents, causes higher levels of
emotional involvement, measured by presence, engagement, and
arousal (physiological and self-reported). Ravaja et al. [91] also found
that playing against friends has a deeper level of emotional involvement
compared to playing against strangers. Thus, it is hypothesized that:

Hypothesis 8. Different Competition Modes—no competition,
competing against computer, competing against human strangers, and
competing against human acquaintances/friends—will yield
progressively increased perceived Social Presence in a video games
experience.

As previously mentioned (for hypothesis 5), competition can be si-
tuational or characterized as a personality trait. Individuals who possess
a competitive personality trait or attitude are termed Dispositionally
Competitive [86]. Early research has showed that Dispositionally
Competitive people are more likely to perceive other people and si-
tuations as competitive and elicit competitive behavior [102]. In-
dividuals with higher orientation toward achievement are more in-
trinsically motivated through competition [35]. Additionally, how
people react to the challenge of an IT task is dependent on their per-
sonal characteristics and their condition while performing the computer
task [73]. Among gamblers, personality traits have an important effect
in the level of arousal they seek and enjoy [103], which it is expected to
be similar among gamers. Williams et al. [3] further explain: “a player
seeking to achieve and compete might process stimuli or model beha-
viors differently than someone interested in role play and immersion”
(p. 1008). Previous research has also shown that people’s motivation to
compete significantly predicts how competitive they perceive a game to
be [92]. On the other hand, Situational Competitiveness (introduced in
H2) is affected by various contextual criteria. Based on Social Com-
parison Theory [104], an important contextual criterion is comparison
with other people. It is expected that, in a social setting, the closer the
relationship among participants in a competitive task is, the greater the
comparison and perceptions of competition. Thus:

Hypothesis 9. Different Competition Modes—no competition,
competing against computer, competing against human strangers, and
competing against human acquaintances/friends—will yield
progressively increased Situational Competitiveness in a video game
experience.

Hypothesis 10. Individuals with higher levels of Dispositional
Competitiveness will experience higher Situational Competitiveness in
a video game environment.

4. Research methodology

4.1. Data collection procedure

An experiment was designed to examine the manipulation of four
competition modes: (1) no competition, (2) competition with the
computer, (3) competition with a human stranger opponent, and (4)
competition with a human friend. Participants were recruited from the
student population of a major Canadian university.7 Students are a
suitable sample for this study as they have significant interest and ex-
perience in gaming [105], and they represent the Millennial generation
that is the focus of this research investigation.

The study was advertised within multiple undergraduate classes
(more than 1800 students) in person and via emails. Potential partici-
pants could choose a time slot and register with one of their friends, or
register for any of the other time slots. In the latter situation, partici-
pants were randomly assigned to one of the two individual modes

6 In this research, in the context of videogames, the focus of presence is on social
presence, rather than a sense of presence in the environment (physical presence).

7 Participants were given Table 65 gift card for university’s bookstore as a compen-
sation for their time.

S. Sepehr, M. Head Information & Management 55 (2018) 407–421

412



(competing with computer and no competition) or competing against a
stranger mode. For the competing against a stranger mode, verification
was made at the end of the experiment to ensure that they did not know
the other person they were competing with.

During the experiment, participants were asked to play a simple
video game with educational content. The video game that was chosen
for the experiment was TypeRacer™,8 which is a simple typing game
that is used to increase one’s typing speed through a simulated multi-
player car racing game. TypeRacer™ provides a simple environment and
a simple task (typing) that everyone can relate to. It also enabled the
creation of the four manipulation competition modes that this experi-
ment required. In TypeRacer™, players have to type a (randomly as-
signed) text paragraph without any mistakes (refer to Appendix A for an
example of the game). As players advance in the selected text, their
racing car advances in the field toward the finish line relative to the
length of the text. If the player makes a mistake while typing the text,
the car would stop and the text would turn red. At any moment, the
player can see how fast they are typing by reading the quantified
number of WPM (words per minute).

For competition against another human (a stranger or a friend), the
participants sat in two separate rooms with one experimental facilitator
per room. After reading and signing the consent form, participants were
given a personality and general demographics questionnaire before
playing the video game. Each participant was then introduced to the
environment of the game and had a chance to practice it twice before
the experiment began. The purpose of these practice rounds was to
ensure that participants had a high level of master of the game’s in-
terface before proceeding to the main gameplay. After the practice
rounds, we explained the mode of game they were assigned to play. If
they were playing against a human player, we verified that whether
they did or did not know their opponent matched the mode they were
assigned to. For the experiment, each participant played five rounds of
the game and after each round was asked to complete a mini-survey
that briefly asked them about their experience and challenge level.
After completing the third round of the game, the participants were
asked to complete a survey based on the measurement items of the
proposed model. The third round was chosen for survey administration
as per a pilot study that showed that the outcome of the game was still
unknown after the third level and was most likely the peak Flow point
of the game. As such, players would not bias their responses based on
game results but rather focus their responses on the gameplay experi-
ence.

4.2. Participant demographics, sample size, and control variables

In addition to the variables in the proposed model, general demo-
graphic information was gathered from participants. Out of the 114
participants, 65 (57%) were female and 49 (43%) were male.
Participant ages ranged from 17 to 46, with the average age of 20.66
(SD = 4.74). The sample is skewed toward a younger population,
which is the main target of this research. Based on the random as-
signment, 22 of the participants were assigned to treatment 1 (no
competition), 24 to treatment 2 (competing against computer), 30 to
treatment 3 (competing against human strangers), and 38 of the par-
ticipants to treatment 4 (competing against human acquaintances/
friends).

Chin [106] and Gefen et al. [107] advise that the minimum sample
size for a partial least squares (PLS) analysis should be the larger of (i)
10 times the number of items for the most complex construct; or (ii) 10
times the largest number of independent variables impacting a depen-
dent variable. In our model, the most complex construct has five items
and the largest number of independent variables estimated for a de-
pendent variable is three (for Situational Competitiveness). Using a

more stringent approach to estimate sample size, following Roldán and
Sánchez-Franco [108], the minimum sample size to detect a medium
effect size of 0.80 and alpha of 0.05 is 91 cases for our model. Thus, the
114 sample size for this study is more than adequate for PLS estimation
procedures.

In addition to age, demographic variables of education, ethnicity,
and first language were asked from the participants. The majority of the
participants finished high school, since all were recruited from under-
graduate and graduate classes at a large Canadian university. Most of
the participants were white or Asian/Pacific Islanders. With respect to
the first language of participants, even though the majority spoke
English as their first language, 37% of participants spoke English as
their second language. These demographic variables were examined for
any potential influence on the proposed research model.

Additionally, participants were asked about their previous experi-
ences with computers, the Internet, and video games. Participants in-
dicated that they were comfortable with using computers and the
Internet and their video-gaming experience was normally distributed
around average levels. The majority of participants did not consider
themselves as serious video gameplayers or competitors. Thus, it can be
concluded that the majority of the participants would not have an ad-
vantage due to their gaming experience.

4.3. Instrument and model validation

With the exception of Competition Mode, all the constructs that
were used in this study came from extant literature where their items
have been found to be reliable and valid. However, since each study
had its own context and focus, we do not assume these measures to be
reliable and valid for the context of the current investigation. As such,
the below results include validation of the constructs employed. The
constructs that are extracted from the extant literature and adapted to
reflect the context of this research, in the order that appeared on the
survey, are shown in Appendix A.

For Competition Mode, we employed an incremental approach
where the modes were ordered by their hypothesized effects on its
dependent constructs. For example, competition mode 3 was hypothe-
sized to have a greater effect on Social Presence and Situational
Competitiveness than competition modes 1 and 2, but less than com-
petition mode 4. This incremental approach and operationalization of a
manipulated independent variable is in alignment with other re-
searchers (e.g., [109] and [110].

5. Data analysis and results

5.1. Research model validation

The proposed research model was measured and validated through
a couple of steps. First, standard tests were employed to assess construct
reliability and convergent and discriminant validity. Then, to validate
the proposed model, Structural Equation Modeling (SEM) was used.
Since the model includes a second-order construct (Flow), PLS, in
particular SmartPLS software was used. PLS also allows for both ex-
ploratory and confirmatory assessments and inclusion of second-order
constructs.

All the constructs that are used in the model are reflective con-
structs. In order to test the construct reliability of the deployed con-
structs, Cronbach Alpha, composite reliability, and Average Variance
Extracted (AVE) were calculated. The only item out of the 43 measured
items that was problematic was the reversed coded item in the Focused
Immersion dimension of Flow (i.e., “While playing the game, I was able
to block out most other distractions”) that lowered the reliability of this
construct significantly. Therefore, for the rest of the analysis this item
was removed, making Focused Immersion a two-item construct. As
shown in Table 1, all of the constructs have higher than the suggested
critical value of 0.7 for Cronbach Alpha [111]. In addition, Composite8 http://play.typeracer.com/.
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Reliability and AVE are higher than 0.8 and 0.5, respectively, as re-
commended by previous scholars [106,112,111]. The only construct
that has a slightly lower AVE is Flow, which is a second-order construct
where it was not expected to see similar behavior to the first-order
constructs [113]). In fact, the AVE for a second-order construct can be
calculated “by averaging the squared multiple correlations for the first-
order sub-dimensions (or averaging the square of each sub-dimension’s
completely standardized loading on the second-order construct)” [113],
p. 313. As such, the AVE of Flow construct equals 0.47 with the given
dataset, showing that the majority of variance in the second-order la-
tent construct is shared with its first-order dimensions.

Fornell and Larcker [112] explain that if a construct meets these
requirements for reliability, it can be concluded that the construct has
convergent validity. Therefore, it can be said that each of the items in
the proposed model loads on its own latent construct strongly, in-
dicating high convergent validity.

Discriminant validity enables us to check whether the items of a
construct are only related to that construct and no other construct in the

model. In order to test the discriminant validity of the evaluated con-
structs, a confirmatory factor analysis (CFA) was conducted to generate
a matrix of loadings and cross-loadings. Each item was carefully ex-
amined and confirmed to load on its corresponding construct (bolded in
Table 2) stronger than other constructs as per the Gefen and Straub’s
[114] guideline of testing for CFA. The only item that seems to be
problematic is Heightened Enjoyment 1 (HE1: “Playing the game bored
me”), which had to be removed from the rest of the analysis as its
loading on the HE construct was not at least one order of magnitude
larger than its cross-loading on other constructs (Table 2).

An additional test for discriminant validity was conducted whereby
a correlation matrix was generated with the square root of AVE values
of each construct on the diagonal cells. It can be seen in Table 3 that the
square root of AVE for all constructs is significantly higher than the
correlations with the other constructs (numbers in their corresponding
row and column). As a result, and since all AVEs are higher than 0.5 it
can be concluded that the proposed model’s constructs demonstrated
discriminant validity [106].

Table 1
Construct Reliability of the Constructs in the Model.

Construct Number of items Mean SD AVE Composite Reliability Cronbach Alpha

Mode 1 N/A N/A 1.000 1.000 1.000
Dispositional Competitiveness 5 4.643 1.067 0.541 0.853 0.805
Social Presence 5 3.458 1.266 0.617 0.889 0.848
Situational (Perceived) Competitiveness 4 4.725 1.319 0.734 0.917 0.879
Challenge 3 5.312 1.134 0.735 0.892 0.826
Arousal 5 5.177 0.911 0.594 0.876 0.819
Flow 9 5.121 0.674 0.470 0.869 0.825
Focused Immersion 2 5.426 0.838 0.767 0.868 0.698
Heightened Enjoyment 4 5.004 0.881 0.667 0.870 0.783
Temporal Dissociation 3 4.973 1.123 0.700 0.875 0.792
Satisfaction 2 5.478 0.930 0.919 0.958 0.912

Table 2
Cross-Loadings Matrix for all First-Order Constructs (Significant at 0.001).

DCompt SP SCompt Ch AR FI HE TD SA

DCompt1 0.583 0.052 0.181 0.054 0.167 0.066 0.142 0.084 0.249
DCompt2 0.823 0.089 0.243 0.140 0.166 0.049 0.223 0.060 0.111
DCompt3 0.717 0.146 0.154 0.066 0.112 0.039 0.127 0.076 −0.043
DCompt4 0.669 0.034 0.097 0.094 0.066 0.029 0.259 0.046 0.058
DCompt5 0.852 0.105 0.402 0.267 0.112 0.072 0.144 0.059 0.158
SP1 0.104 0.816 0.415 0.168 0.185 −0.055 0.270 0.326 0.209
SP2 0.082 0.731 0.307 0.203 0.126 −0.073 0.140 0.131 0.146
SP3 −0.004 0.783 0.375 0.152 0.185 0.023 0.186 0.224 0.124
SP4 0.179 0.788 0.281 0.137 0.148 −0.101 0.147 0.206 0.131
SP5 0.154 0.757 0.260 0.074 0.048 −0.199 0.076 0.200 0.083
SCompt1 0.305 0.478 0.869 0.363 0.330 0.084 0.337 0.270 0.350
SCompt2 0.349 0.297 0.836 0.402 0.387 0.084 0.363 0.317 0.405
SCompt3 0.279 0.369 0.847 0.464 0.359 0.021 0.259 0.201 0.280
SCompt4 0.268 0.350 0.887 0.468 0.359 0.090 0.292 0.194 0.272
CH1 0.217 0.160 0.526 0.901 0.440 0.273 0.329 0.301 0.490
CH2 0.156 0.146 0.351 0.839 0.197 0.166 0.162 0.150 0.326
CH3 0.142 0.201 0.343 0.839 0.280 0.136 0.253 0.261 0.402
AR1 0.156 0.161 0.297 0.305 0.786 0.290 0.493 0.267 0.487
AR2 0.123 0.154 0.319 0.313 0.896 0.359 0.614 0.397 0.573
AR3 0.088 0.150 0.347 0.340 0.851 0.318 0.565 0.337 0.580
AR4 0.115 0.051 0.272 0.254 0.500 0.194 0.281 0.250 0.358
AR5 0.177 0.193 0.370 0.266 0.773 0.240 0.593 0.331 0.457
FI1 0.054 −0.056 0.085 0.158 0.321 0.900 0.331 0.236 0.264
FI3 0.081 −0.103 0.058 0.267 0.331 0.868 0.219 0.258 0.325
HE1 0.116 −0.032 −0.121 −0.163 0.048 0.134 0.206 −0.022 −0.021
HE2 0.233 0.257 0.425 0.321 0.690 0.253 0.919 0.445 0.667
HE3 0.213 0.168 0.329 0.305 0.608 0.324 0.951 0.439 0.639
HE4 0.167 0.225 0.295 0.261 0.614 0.295 0.940 0.454 0.603
TD1 0.097 0.230 0.178 0.172 0.450 0.370 0.546 0.851 0.404
TD2 0.005 0.238 0.302 0.251 0.176 0.123 0.200 0.797 0.196
TD3 0.091 0.274 0.269 0.330 0.357 0.151 0.362 0.873 0.315
SA1 0.139 0.160 0.347 0.473 0.576 0.299 0.646 0.363 0.958
SA2 0.175 0.197 0.378 0.460 0.655 0.335 0.642 0.367 0.959
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5.2. The structural model evaluation

SmartPLS was used to test the structural equation model using the
cross-sectional data gathered throughout the experiments. The results
of the PLS analysis are presented in Fig. 4. The level of significance for
each relationship is calculated based on the t-statistics of the boot-
strapping process with 500 resampling cases. All the relationships in the
model were significant, except the relationship between Challenge and
Flow. This may be due to the fact that Arousal mediates the relationship
between Challenge and Flow (further examined below). In addition, the
variances explained for the endogenous variables are all above 10% as
per Falk and Miller's [115] recommendation. The variance explained of
the last endogenous construct (Satisfaction) is R2 = 0.43 further sup-
porting the validity of the proposed model. Additionally, a Goodness-of-
Fit (GoF) assessment of the model was performed using the Wetzels
et al. [116] approach. The GoF for the proposed model is 0.52, which is
significantly higher than the recommended threshold of 0.36 [116].
This result also supports the validity of the proposed model and shows
that the collected data fit the proposed model very well. A summary of
the hypothesis findings is provided in Table 4.

5.2.1. Mediation test (Challenge → Arousal → Flow)
Based on the theory of Flow, it was expected that there would be a

significant relationship between Challenge and Flow. However, the
only non-significant relationship in the model was for the hypothesis of
the effect of Challenge on Flow (H2). As such, it is likely that Arousal is
fully mediating the relationship between Challenge and Flow. In order
to test for mediation effect of Arousal on the relationship between
Challenge and Flow, the following analysis steps were taken:

1. Flow was regressed on Challenge
2. Arousal was regressed on Challenge
3. Flow was regressed on Arousal and Challenge at the same time

The results of both steps 1 and 2 were significant at p < 0.01 with
standardized coefficient (Beta) value of 0.275 and p < 0.001 with Beta
value of 0.357, respectively. Step 3 showed that when both variables
are used together in a multiple regression on Flow, the effect of Arousal
on Flow is high and significant (B.562 = 0.562 for p < 0.001) while
the effect of Challenge on Flow is 0 and not significant at any level. This
analysis indicates that despite the effect of Challenge on Flow, Arousal
fully mediates the relationship between these two variables.

Table 3
Discriminant Validity Assessment Table using Construct Correlation Matrix and Square Root of AVE.

Mode DCompt SP SCompt CH AR FI HE TD SA

Mode 1.000
DCompt 0.016 0.736
SP 0.365 0.072 0.785
SCompt 0.531 0.306 0.436 0.857
CH 0.123 0.235 0.163 0.459 0.857
AR −0.002 0.177 0.172 0.398 0.384 0.771
FI −0.004 0.068 −0.063 0.077 0.228 0.362 0.876
HE 0.086 0.205 0.213 0.372 0.307 0.671 0.304 0.938
TD 0.177 0.069 0.265 0.291 0.274 0.404 0.262 0.482 0.837
SA 0.019 0.171 0.145 0.367 0.481 0.636 0.304 0.672 0.385 0.959

Note: the square root of AVE is written in the bolded diagonal cells for the corresponding construct.

Fig. 4. Result of PLS Analysis of the Proposed
Structural Equation Model.

Table 4
Summary of Findings for Supporting the Proposed Hypotheses.

Hypothesis Path Path
Coefficient

t-Statistic Sig. Level Validation

H1 Flow → SA 0.65 9.93 0.000 Supported
H2 CH→ Flow 0.12 1.23 0.104 Not Supported
H3 AR → Flow 0.63 6.66 0.000 Supported
H4 CH→ AR 0.26 2.69 0.003 Supported
H5 SCompt → AR 0.28 2.44 0.008 Supported
H6 SCompt → CH 0.46 6.71 0.000 Supported
H7 SP → SCompt 0.26 3.30 0.000 Supported
H8 Mode→ SP 0.37 4.06 0.000 Supported
H9 Mode→

SCompt
0.43 5.55 0.000 Supported

H10 DCompt →
SCompt

0.28 3.63 0.000 Supported
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5.2.2. Effect sizes
Effect size can be used to identify the impact of an independent

variable on a dependent variable. Using Cohen’s Cohen, 1998 f2 ap-
proach to measuring effect sizes, Table 5 shows the direct effect sizes of
independent variables on dependent variables. Based on Cohen’s [117]
criteria, six out of 10 effect sizes can be considered large (above 0.35)
and the other four are of medium size (above 0.15).

5.2.3. Common method bias (CMB)
Cross-sectional study with self-reported data poses a threat to biases

due to various factors such as social desirability and bias due to the
method of the experiment. As such, common method bias should be
tested in order to make sure that such biases do not exist or are not
severe in the collected data. In order to assess common method bias,
Harman’s one-factor test [118] was conducted, which showed that nine
factors were extracted from the items of the model based on the survey
data. These factors together explained less than 26% of the variance in
the dataset and no one factor can explain the majority of variance in
data, indicating that CMB is not likely present in this dataset. In fact, all
of the predictive variances were below the threshold of 34% that has
been proposed in previous studies [119]. Moreover, all of the nine
extracted factors had eigenvalues of greater than one, which further
supports the independence of these factors from one another.

5.2.4. Control variables effects
As previously mentioned, some demographics, individual char-

acteristics, and control variable information were gathered from par-
ticipants. In order to test the effects of these variables on the model, the
effect of each of them individually on all the latent constructs in the
model was evaluated using SmartPLS, as shown in Table 6.

As Table 6 shows, 12 out of the 42 relationships were significant. In
order to test the effect of control variables on the model, one PLS model
was developed for each variable, having relationships with all the latent
constructs in the model. To test the variables’ effect, first the level of
significance of each relationship of the control variable with other

latent constructs was tested. In order to further test the predictive
power of the control variables, statistical power of their relationships
can be measured through their effect sizes [122]. From this analysis,
two control variables had a medium size effect while five others had a
small effect size. For medium effect sizes, age had a significant effect on
the level of Challenge and Arousal (older participants reported being
more challenged, and more significantly aroused and excited) and
education also had a considerable effect on the level of arousal of the
participants, which can be correlated with the age of the more educated
population. Additionally, the participants who did not speak English as
their first language were more likely to perceive the experiment as
competitive. They also reported their level of Flow experience to be
higher compared to the participants who spoke English as their first
language. These perceptions could be attributed to cultural differences
rather than a language barrier since no considerable effect on Challenge
was observed as a result of language difference. Moreover, higher In-
ternet Experience could affect being in a Flow state. This relationship
can be a result of having more experience with similar online en-
vironments, and therefore reducing the distracting factors of a new
environment, making it easier for the participants with more experience
to focus on the game tasks and engage better. Finally, higher levels of
Gaming Experience affected participants’ perceptions of challenge. It
makes sense that experienced video gameplayers would be more in-
terested in playing games and would be more easily challenged and
motivated to win a video game.

6. Discussion

This section reviews the three research questions posed at the be-
ginning of this manuscript, providing answers and insights from the
current investigation.

6.1. Research objective 1: the role of situational competitiveness

The results supported the expectation confirmation theory in this
context regarding the role of satisfaction of video gameplayers (H1,
Flow → Satisfaction with a t-statistic value of 9.93, significant at
p < 0.001). That is, experiencing Flow confirms or positively dis-
confirms players’ expectations and creates a sense of satisfaction from
playing the video game. In the validated research model, Flow was the
only antecedent modeled to impact Satisfaction and accounted for 43%
of the explained variance of this endogenous variable. Flow was found
to be a strong predictor of Satisfaction, which is in line with extant
literature (e.g., [70,72,57].

Flow was proposed to be impacted by Situational Competitiveness
via the mediating variables of Challenge and Arousal. Flow theory

Table 5
Direct Relationships' Effect Sizes (α= 0.05).

SP SCompt AR CH Flow SA

DCompt 0.281
SP 0.257
SCompt 0.398 0.459
AR 0.630
CH 0.256 0.277
Flow 0.653
Mode 0.365 0.527

Table 6
Impact of Control Variables on Model's Latent Constructs.

DCompt SP SCompt CH AR Flow SA

Age β 0.22 0.213
p< n.s. n.s. n.s. 0.05 0.01 n.s. n.s.

Gender β
p< n.s. n.s. n.s. n.s. n.s. n.s. n.s.

Education β 0.198 0.211 −0.13
p< n.s. n.s. n.s. 0.01 0.01 0.05 n.s.

Ethnicity β
p< n.s. n.s. n.s. n.s. n.s. n.s. n.s.

Language (1 = English, 2 = Not English) β −0.15 −0.184
p< n.s. n.s. 0.05 n.s. n.s. 0.05 n.s.

Computer Experience β 0.14
p< n.s. n.s. n.s. n.s. n.s. 0.05 n.s.

Internet Experience β 0.162
p< n.s. n.s. n.s. n.s. n.s. 0.05 n.s.

Gaming Experience β −0.173 −0.211 −0.042
p< n.s. 0.05 n.s. 0.01 n.s. 0.05 n.s.
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explains that the state of optimal experience can be achieved through
any task that enables the person to practice their skills by challenging
them to the extent that they have the required skills for performing well
in the activity. That is, the balance of skill and challenge in a task makes
it more engaging, creating the state of Flow. It was expected that this
study’s experiment would create this balance of challenge and skill for
players by increasing the challenge of an activity (i.e., learning to type
faster) that is not inherently challenging. However, it was found that
Challenge did not have a significant effect on Flow (H2, Challenge →
Flow with a t-statistic value of 1.23).

A possible explanation of this non-significant relationship could be
attributed to the mediating role of Arousal in the context of video ga-
meplaying. A review of extant literature shows that no other study has
tested Arousal, Challenge, and Flow in one structural model. As men-
tioned earlier, Tauer and Harackiewicz [35] showed that Arousal
mediates the relationship between competition and some of the di-
mensions of Flow, but these authors did not include the construct of
Challenge in their model. Thus, it is possible that Arousal fully medi-
ated the relationship between Challenge and Flow. The results of the
mediation test further supported this claim, showing that Challenge
does not have a direct effect on Flow in the model, but its effect through
Arousal on Flow is highly significant.

As expected, Arousal appeared to be an important mediator for the
relationship between Situational Competitiveness and Flow (H3,
Arousal → Flow with a t-statistic value of 6.66, significant at
p < 0.001). Emotional Arousal influences how much individuals pay
attention to an activity, making them more engaged and facilitating
Flow experience during that activity.

As hypothesized, Arousal was predicted by the level of Perceived
Challenge (H4 with t-statistic value of 2.69, significant at p < 0.01). As
Flow theory explains, being emotionally excited and aroused is a po-
sitive consequence of having balance between the level of Challenge
and skill [49]. In fact, in the context of educational video gameplaying,
increasing the level of Challenge as perceived by the learners results in
the balance of Challenge and skill that is required for being engaged in
the task and experiencing the state of Flow.

The hypotheses that examined the relationships between Situational
Competitiveness on Arousal (H5) and Challenge (H6) were both sup-
ported (with t-statistic value of 2.44, significant at p < 0.01 for H5 and
t-statistic value of 6.71, significant at p < 0.001 for H6). Participants
who perceived the video games to be more competitive were more
excited about the game and reported their emotional Arousal level to be
higher. Based on SDT, intrinsic rewards create motivation by making a
task more exciting for a person. It is speculated that video gameplayers
of more competitive modes were directed toward the goal of receiving
rewards from winning the game. This reward was implicit in achieving
higher ego-based satisfaction due to the feeling of having performed
better than someone else. This type of goal can increase the sense of
competence that is at the center of SDT. This sense of competence
makes the game more exciting and, as a result, participants report
higher levels of Arousal. In addition, more competitive situations
challenge players to perform better in order to achieve the goal of
winning and receiving self-directed rewards in an intrinsically moti-
vating environment. In more competitive situations, players wish to
avoid the negative feelings associated with losing and strive to reach
positive effects that are linked with winning the game.

6.2. Research objective 2: the role of competition mode

Perception of Social Presence was hypothesized to have an im-
portant role in the relationship between the mode of competition and
the extent to which players perceive the video game to be competitive.
This was supported in empirical findings of this research, where the
relationships between Social Presence and Situational Competitiveness
(H7) and Competition Mode and Social Presence (H8) were highly
significant (with t-statistic value of 3.30 for H7 and with t-statistic value

of 4.06 for H8, both significant at p < 0.001). People tend to compare
themselves to one another, which is more noticeable when they are in
the presence of other people, even through an IT medium such as a
video game. Moreover, the mode of competition in a video game has a
defining role in the reported level of Social Presence. Playing against a
person who is familiar to the player creates the highest level of Social
Presence. This mode of the game can provide the feeling of having a
richer communication medium, thus, experiencing higher Social
Presence compared to the situation in which one plays against a
stranger or a computer. As predicted, competing against a computer
resulted in the lowest levels of Social Presence. In line with extant lit-
erature [91,101], playing against a stranger, playing against a com-
puter, and no competition modes had progressively lower effect on the
level of Social Presence.

Different modes of competition were also shown to have a sig-
nificant direct effect on the level of Situational Competitiveness during
video gameplaying (H9, Mode → Situational Competiveness with t-
statistic of 5.55, significant at p < 0.001). As hypothesized, the mode
of competition in a video game is a situational variable that can be
manipulated to influence the perception of competition among video
gameplayers. As Social Comparison Theory [104] explains, comparison
is a strong contextual criterion, which the results of this research have
shown to be influenced by the conditions of the competition (i.e.,
playing against a human being or a computer). Playing against a friend
has an increased effect on this comparison by furthering the perception
of competitiveness.

6.3. Research objective 3: the role of personality traits

The last tested hypothesis in the proposed model addressed the
other type of competition that can be associated with individual per-
sonality traits. This study’s findings show that Dispositional
Competitiveness has a significant effect on Situational Competitiveness
(H10 with t-statistic value of 3.63, significant at p < 0.001). This in-
dicates that the reactions of video gameplayers are a function of both
situational factors (offering of various competition modes) as well as
individual personality (the innate competitiveness of the individual).
Participants who reported higher levels of Dispositional
Competitiveness perceived the game to be more competitive. In align-
ment with extant literature [86,102,35], the higher Dispositionally
Competitive an individual is, the more intrinsically motivated he/she
will be during the video gameplay—regardless of the mode of the ga-
me—and perceived the video game to be more competitive.

7. Contributions

From a theoretical perspective, this research contributes to the IS
body of literature by incorporating various theoretical lenses from
different disciplines such as psychology, marketing, and education. This
research provides a framework for integrating two well-known theories
of motivation (i.e., SDT and Flow theory) together. Various studies have
utilized the explanatory power of these theories separately within the
video game engagement context. This integration opens the door for
researchers to achieve greater synergies by bringing together the find-
ings of studies that are based on these two theories in answering new
research questions. Additionally, this research furthers our under-
standing of the impact that a particular social context has on experi-
ences of users.

Recent studies have touched on the role of competition in video
games [61,24,101]. However, to the best of our knowledge, the current
investigation provides the first theoretical model for explaining how
Situational and Dispositional Competitiveness can contribute to the
experience of Flow and Satisfaction of video games. As Graziano et al.
[86] discussed, competitiveness should be analyzed based on various
levels of personality, perception, and behavior. This research enabled
this analysis by showing the relationships and effects of the two
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competitiveness aspects, which have not been previously investigated
together in the context of video gaming.

In addition to the core objectives of the main study mentioned
earlier, this research examined how the construct of Flow could be
modeled as a second-order reflective construct. As earlier research
suggests, Flow is a second-order construct and should be modeled as a
reflective construct that includes a subset of original Flow theory di-
mensions, which are relevant to the context that it is being used in
[123]. These findings provide researchers further guidance on how to
operationalize this complex concept.

From a practitioner’s perspective, designers of educational video
games for schools and organizations can benefit by obtaining a richer
understanding of the factors that can lead to deep involvement of
learners or employees. This research showed that competition can en-
hance existing systems and create the Flow experience for learners. It is
important for the designers of such systems to limit the effect of ex-
trinsic rewards in order to avoid the creation of excessive extrinsic
motivation, thus limiting the intrinsic interest of students and em-
ployees to succeed in a competitive activity. As earlier research has
shown, if the effect of extrinsic rewards (such as financial or promo-
tional incentives) increases, the intrinsic value of video games that
creates Flow and Satisfaction would decrease [34].

Moreover, this research showed that by manipulating the mode of
competition in educational video games and Gamified work-related
systems, practitioners can create more Situational Competitiveness,
excitement, and ultimately more Flow experience and Satisfaction. The
findings of this research showed that the element of competition can be
more effective if the mode of competition is designed in such a way that
players can compare their performance to their friends and colleagues
and therefore compete with them. Even though playing against a
computer does not create the same level of excitement and Flow as
competing against a human, it allows for the creation of an adaptive
system that increases the Challenge as the player develops new sets of
skills. In conjunction with human-operated opponents, these adaptive
systems can be used for training and learning, which can be used prior
to matching players to compete with one another.

8. Limitations and future research

As with most empirical studies, some limitations for this research
are acknowledged. First, self-reported surveys were used to test the
hypotheses and structural model. Common method variance test was
conducted to eliminate the potentiality of any bias as a result of the
cross-sectional design of the research. Even though the results of the
common method variance analysis indicated that there was no likely
potential bias, it is advisable to use alternative and complementary
approaches to measure the constructs and triangulate with the self-re-
ported data. For example, Arousal can also be measured through phy-
siological measures such as EEG (electroencephalogram), GSR (galvanic
skin response), or heart rate. Challenge could also be manipulated by
researchers rather than using a self-report measure, similar to
Abuhamdeh and Csikszentmihalyi’s [124] research design. Engagement
can be measured in a longitudinal study where the continuing usage of
players is observed throughout a period of time.

Second, the study was conducted among North American students,
which limits the generalizability of the results to other countries. The
majority of the participants were undergraduate students aged between

17 and 23. Despite the fact that Millennial students represent an ap-
propriate sample for this context, in order to generalize the findings of
this study’s results, non-Canadians, non-students, and diverse age
groups should be investigated.

The analysis of control variables revealed some interesting results. It
was found that previous experiences (Internet, Computer, and Gaming),
first gaming experience as well as education and age play a role in how
much people perceive a video game to be challenging or exciting or
how much they engage in the game. As such, future research can probe
further into the role these variables play in understanding video game
experiences.

Finally, video game addiction was not investigated in this research.
Despite the evidence that engagement and addiction are separate con-
structs [78], recent studies have shown that engagement could be a
stepping stone for addiction [125]. Future studies should examine in
depth the dual perspective of engagement/addiction, in the context of
video games. It is important to understand how various elements, such
as competition, can play a role in engaging or enabling problematic
behavior among video gameplayers. Various environmental and per-
sonal factors such as the ones proposed in other works [126] could be
included in such studies.

9. Conclusion

The main objective of this research was to study the role of com-
petition in video games, which could be used for engaging students and
employees for learning and work-related outcomes. As younger gen-
erations are playing more and more video games, it becomes increas-
ingly important for schools and workplaces to harness this technology
to help achieve positive outcomes. This study investigated the im-
portance of competition elements in engaging students in an educa-
tional video game by validating the proposed model of competitive
video gameplaying through an extensive laboratory experiment invol-
ving 114 participants. The findings of the main study supported the
significant effect of competition on experiencing Flow and feeling sa-
tisfied from the video gameplaying experience. Situational
Competitiveness increased the chance of being in a state of Flow by
influencing the level of Challenge of the video game and Arousal or
excitement during the game. This research also aimed to analyze the
various effects of situational and personal differences on the level of
Situational Competitiveness. The experiment’s data supported the hy-
potheses that various levels of Dispositional Competitiveness and var-
ious modes of Competition (i.e., no competition, competing against a
computer, competing against a stranger, and competing against a fa-
miliar person in increasing order) have increasing positive effects on
Situational Competitiveness of a video game. Social Presence also
mediated the relationship between competition mode and Situational
Competitiveness.

Overall, this research showed the importance of competition as a
driver of video game engagement and satisfaction. This work offered
some insights for other hedonic IS and provided guidelines and possible
avenues for future IS research in this area. Even though the process
through which competition enables video gameplayers to experience
Flow was critically examined and accounted for, there is much more to
discover in the increasingly relevant area of educational and work-re-
lated video games.

Appendix A. Experimental Game

During the experiment, participants were asked to play a simple video game with educational content. The video game that was chosen for the
experiment was TypeRacer™ (http://play.typeracer.com/), which is a simple typing game that is used to increase one’s typing speed. As players
advance in the selected text, their racing car advances in the field toward the finish line relative to the length of the text. If the player makes a
mistake while typing the text, the car would stop and the text would turn red. A screen shot of this game is shown below.
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Appendix B. Measurement Scales

Constructs and the references for the items are outlined in the following table. All the items are measured using a seven-point Likert scale
anchored at 1 (Strongly disagree) and 7 (Strongly agree), except for the Situational Competitiveness construct that was anchored at 1 (Rarely) and 7
(Often).

Construct Reference Items

Dispositional Competitiveness
(Personality)

[127] 1. I enjoy working in situations involving competition with others.
2. It is important to me to perform better than others on a task.
3. In general, I feel that winning is important.
4. It annoys me when other people perform better than I do.
5. I try harder when I'm in competition with other people.

Social Presence [128] 1. There is a sense of human contact in the game.
2. There is a sense of personalness in the game.
3. There is a sense of sociability in the game.
4. There is a sense of human warmth in the game.
5. There is a sense of human sensitivity in the game.

Situational Competitiveness [129] 1. To what extent did you feel like you were competing with someone else.
2. How hard were you trying to win the game.
3. How competitive was this video game
4. To what extent did this video game involve competition.

Arousal [121] 1. When I was playing the game, I felt (acted) …
1. Active
2. Energetic
3. Vigorous
4. Sleepy (R)
5. Excited

Challenge [56] 1. Playing the TypeRacer game challenges me to perform to the best of my ability.
2. Playing the TypeRacer game provides a good test of my skills.
3. I find that playing the TypeRacer game stretches my capabilities to my limits.

Flow: Focused Immersion [52] 1. While playing the game, I am able to block out most other distractions.
2. While playing the game, I am absorbed in what I am doing.
3. While playing the game, I am immersed in the task I am performing.
4. When playing the game, I get distracted by other attentions very easily.
5. While playing the game, my attention does not get diverted very easily.

Flow: Heightened Enjoyment 1. I have fun playing the game.
2. Playing the game provides me with a lot of enjoyment.
3. I enjoy playing the game.
4. Playing the game bores me. (R)

Flow: Temporal Dissociation 1. Time appears to go by very quickly when I am playing the game.
2. Sometimes I lose track of time when I am playing the game.
3. Time flies when I am playing the game.
4. Most times when I play video games, I end up spending more time than I had planned.
5. I often spend more time playing video games than I had intended.

Satisfaction [130] 1. All things considered, I am very satisfied with the TypeRacer Game.
2. Overall, my interaction with the TypeRacer game is very satisfying.
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